Class 9 notes.  Semantic analysis






Grammar-driven v. pattern-driven; Domain-specific vs. general semantics

I. Blocks world semantics:  domain specific and grammar-driven

“Pick up a big red cube”

· SpeechAct = command

· Action = pickup

· Object = 

· DET = indef, sing

· ISA = cube

· PROPS = (SIZE big) (COLOR red)

supported by a knowledge base:

Taxonomy of objects

Taxonomy of properties/roles and their range of values

“Knowledge engineering” like software engineering:

Alternative: ISA = block


PROPS = (SHAPE cube) (SIZE big) (COLOR red)

“Is the pyramid in the box?”

( SpeechAct = Yes/No question

( Proposition:


Predicate = IN


Arg1 = Object



DET = def, sing



ISA = pyramid


Arg2 = Object



DET = def, sing



ISA = box

After reasoning:

“I don’t know which pyramid you mean?”

II. Semantic grammar: a general approach to domain-specific, grammar-driven semantics

Based on Augmented Transition Network (ATN) grammars


ATN GRAMMAR

	Arc No.
	Test
	Action

	1
	T
	SETR V *

	
	
	SETR TYPE'QUESTION

	2
	T
	SETR SUBJ*

	
	
	SETR TYPE'DECLARATIVE

	3
	agrees SUBJ *
	SETR V *

	4
	agrees * V
	SETR SUBJ *

	5
	AND (GETF PPRT) (= V'BE)
	SETR OBJ SUBJ AGFLAG T

	
	
	SETR V *

	
	
	SETR AGFLAG TRUE

	
	
	SETR SUBJ'SOMEONE

	6
	TRANS V
	SETR OBJ *

	7
	AGFLAG
	SETR AGFLAG FALSE

	8
	T
	SETR SUBJ *
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what is the class of the Enterprise




SEMANTIC GRAMMAR

III. Translation to logical form: more general grammar-driven approach

(not domain specific)

Review: logical form

Textbook example: John ate a sandwich

x [ ISA(X, eating) ^ Eater(X, John) ^ Eaten(X, sandwich) ]  or:

x, y[ ISA(X, eating) ^ Eater(X, John) ^ Eaten(X, Y) ^ ISA(Y, sandwich)]  

The predicates (eater, eaten) represent the “roles” that entities play in this kind of event.

Write a FOPC (logic) expression to represent the meaning of the following two sentences, using the conventions we learned in class for FOPC representation.  (Hint: the representations should be the same since they describe the same event.) [5 points]

i.  John bought a car from Mary

ii. Mary sold John a car.

x [ ISA(X, sale) ^ Seller(X, Mary) ^ Buyer(X, John) ^ Sold(X, car) ] or:

X, Y [ ISA(X, sale) ^ Seller(X, Mary) ^ Buyer(X, John) ^ Sold(X, Y) 


 ^ ISA(Y, car)]

How do we get from the sentence to the meaning?

Compositional semantics:

Applied to semantics of arithmetic expressions:

EXP -> EXP1 OP EXP2   {Val[OP] (Val[EXP1], Val[EXP2]) }

where:

Val[“+” ] == (λvw. (+ v w))

Reminder: λx P(x) (A)  = P(A)

Val [“(3 + 5) + (2 + 4)”] = (λvw. (+ v w) (Val[“3 + 5”], Val[“2 + 4”]) )

gives us: 
(+ Val[“3 + 5”], Val[“2 + 4”] = 



(+  λvw. (+ v w) (Val[3],Val[5]), 



     λvw. (+ v w) (Val[2],Val[4]) ) =



(+ (+ 3 5), (+ 2 4))

Apply the same idea to natural language semantics:

{S ( NP VP} ( M{VP} (M{NP})

{VP ( verb NP} (  M{verb} (M{NP})

Assume for now: M{a sandwich} = M{sandwich} = sandwich; M{John} = John

Meanings of verbs are λ-expressions.

M{eat2} = (λw.  λv .x  [ISA(X, eating) ^ Eaten(X, w) ^ Eater(X, v)] 

M{“ate a sandwich”} = M{eat2} (M{sandwich}) = 

(λw.  λv .x  [ISA(X, eating) ^ Eaten(X, w) ^ Eater(X, v)] (sandwich) = 

λv .x  [ISA(X, eating) ^ Eaten(X, sandwich) ^ Eater(X, v)]
M{“John ate a sandwich} = M{ate a sandwich} (M{John}) = 

λv .x  [ISA(X, eating) ^ Eaten(X, sandwich) ^ Eater(X, v)] (John) = 
x [ISA(X, eating) ^ Eaten(X, sandwich) ^ Eater(X, John)]
How to use this:

For each rule in a CFG, specify a matching semantics rule

Input Sentence ( Parser output (tree) ( work through the tree attaching logical forms to each node (bottom up)

Or: Input Sentence: Parser attaches logical form as it builds each node.

Your text has LOTS of examples of this approach: study them!!

But first: lets consider a better representation of “John ate a sandwich”

x, y  [ISA(X, eating) ^ ISA(Y, sandwich) ^ Eaten(X, y) ^ Eater(X, John)]
To represent this (and lots of other things) we introduce COMPLEX TERMS: which are simple quantified formulas of the form:

<Quantifier variable body>.  We allow those to be used as terms even though this is not allowed in FOPC, with the understanding that we can

algorithmically transform the resulting expression to FOPC later.

The quasi-logical form for a noun phrase is generated as follows:

{NP ( Det Nominal}(  M{Det} u  [M{ Nominal }(u)]

{Nominal ( Noun} (   λv ISA(v, M{noun})

If M{a} = for “a sandwich” we get:

 u [λv ISA(v, M{sandwich} (u) ] =

u [ISA(u, sandwich]

And the quasi-logical form for “John ate a sandwich” becomes:

x  [ISA(X, eating) ^ Eaten(X, u [ISA(u, sandwich]) ^ Eater(X, John)]
Exercise: show the application of this to get the correct (and same) answer for: John bought a car from Mary and Mary sold John a car.

Given this ability to translate directly from syntax to logical form, why would we care about thematic roles?

Mary sold John a car

Mary sold a car to John

A car was sold to John by Mary

John was sold a car by Mary

Other similar verbs: give, tell, send. Thematic roles offer the promise of capturing a generalization that could make encoding the semantic translation rules easier.  The promise would be to use the thematic roles in the initial translation, and then have a simple mapping of thematic roles into the various predicates the identify the roles.

IV. Pattern-based approaches:

Goal: Template-filling – called Information Extraction (IE)

Focus of MUC, TREC activities

Advantages: robustness, efficiency

Disadvantages: less potential for detailed understanding 

Example from MUC:
McCann has initiated a new so-called

global collaborative system, composed

of world-wide account directors paired

with creative partners. In addition, Peter

Kim was hired from WPP Group's J.

Walter Thompson last September as vice

chairman, chief strategy officer, world-

wide.

ANSWER KEY: 

<SUCCESSION_EVENT-9402240133-3> :=

SUCCESSION_ORG : <ORGANIZATION-9402240133-1>

POST: "vice chairman, chief strategy officer,

world-wide"

IN_AND_OUT : < IN_AND_OUT-9402240133-5>

VACANCY_REASON : OTH_UNK

< IN_AND_OUT-9402240133-5> :=

IO_PERSON : <PERSON-9402240133-5>

NEW_STATUS : IN

ON_THE_JOB : YES

OTHER_ORG : <ORGANIZATION-9402240133-8>

REL_OTHER ORG : OUTSIDE_ORG

<ORGANIZATION-9402240133-1> :=

ORG_NAME : "McCann"

ORG_TYPE : COMPANY

<ORGANIZATION-9402240133-8> :=

ORG_NAME: "J. Walter Thompson"

ORG_TYPE : COMPANY

<PERSON-9402240133-5> :=

PER NAME: "Peter Kim"
Example in text: FASTUS system (typical of successful competitors)

Step 1: tokenization

Steps 2-6:

ATN-like semantic grammars (but without recursion, so basically FSA) applied in sequence.

Named Entity recognition an important early sub-task in MUC.  Named entities include people, organizations and locations. Here is a template for organizations.

<0RGANIZATION-9402240133-5> :=

ORG NAME: "Coca-Cola"

ORG ALIAS: "Coke"

ORG TYPE: COMPANY

ORG_LOCALE: Atlanta CITY

ORG COUNTRY: United States

Slots are filled only if information is explicitly mentioned in the text.

STEPS 3 and 4: Basic and complex noun groups and verb groups: mostly syntactic grammar rules.  

Basic:


Noun group: a joint venture, Peter Kim


Verb group: has initiated, was hired

Complex noun groups and verb groups: attach adverbial and prepositional modifier phrases:


Verb group: was hired last September

STEPS 5: Mostly semantic grammar rules, begin constructing template:


<Company> set up <Joint Venture> with <Company>

STEP 6: attempt to identify and merge co-references.

What is the contribution to NLP??

