Class 8 Notes – March 1, 2006

Natural Language Generation – a brief introduction

I. Examples

Mail merge and other pattern-based approaches. (Legal document generators.)

ELIZA program (1960’s)

I am sad much of the time.

Why do you think you are sad much of the time?

My mother is always criticizing me.

Tell me more about your family.

Expert systems in the 1970’s provided explanations of their reasoning automatically generated from the system’s rules.

Example from MYCIN (Shortliffe 1980)

System: Is this a hospital-acquired infection?
User: WHY

System: This will aid in determining the organisms (other than those seen on cultures and smears) which might be causing the infection.

It has already been established that:

[2.1] the infection which requires therapy is meningitis, and

[2.2] the organisms were not seen on the stain of this pending csf culture, and

[2.3] the type of the infection is bacterial, and …

Therefore, if

[2..6] the infection was acquired while the patient was hospitalized

then:

there is evidence that the organism (other than those seen on cultures and smears) which might be causing the infection is e.coli [.75]

More ambitious goals: generality, fluency, adaptability to context

Major applications investigated:  tutors, task advisors, data summarizers

Example: stock market report generator Ana (Kukich 1988).  Other similar projects: weather reporting, auto accident summaries . . .

Wall Street’s securities markets meandered upward through most of the morning, before being pushed downhill late in the day yesterday.  The stock market closed out the day with a small loss and turned in a mixed showing in moderate trading.

Key to all of these: strong micro-world knowledge model.

Compared to summary reports by humans:

Ana could not single out particular stocks or groups of stocks to discuss (could be added via a reasonable extension).

Ana could not report on events in the world outside the stock market.

II. Requirements, Techniques and Challenges

Contrast with NLU:


Input is unambiguous


Input is well-specified (OVER specified)


Input is well-formed

In applications, the input form varies (a database or statistical tables, a scene, graph, or design schematic, trace of a program running, history of a customer’s transactions, a query and set of documents retrieved).

Steps in generation:

  A. Discourse planning – framed as a series of choices

Content selection (data ( concepts and assertions about them)

* Lexical selection – words or short phrases for each predicate and 
argument

CHUNKING


aggregation into phrases, clauses and sentences

Referring expressions (we have not studied yet)

Multi-sentence discourse (we have not studied yet)

* May be left to surface realization

Major challenges in discourse planning:

Representation and use of context



discourse context



larger context (task, user, etc.)

How does discourse context affect sentence planning?

How does larger context affect sentence planning?

B. Surface realization

Given: For each clause

· a predicate and its arguments.  (Possibly a “base” word or phrase to use for each.)

· relationships between the clauses

realize each clause as a string of words (enforcing grammatical constraints such as person and number agreement, and adding grammatical elements such as auxilliary verbs to express tenses)

combine the clauses, selecting appropriate means of connecting them

cleanup (the effect of combining clauses may result in further changes).

Example:

    The teacher (x) gave Tom a good grade.

    The University recently hired the teacher (x).

  ( The teacher whom the University recently hired gave Tom a good grade.

or:   The teacher who gave Tom a good grade was recently hired by the University.

or:    The University recently hired the teacher who gave Tom a good grade. 

Kukich’s list of fluency challenges: (from Kukich 1988)

Discourse:

· appropriate use of pronouns

· appropriate use of ellipses

· appropriate use of hyponyms (for continuing referents)

· sentence length variety

· consistent verb tense use

Grammar

· effective clause combining

· appropriate use of conjunctions

Syntax

· appropriate syntactic choice

Lexical skills

· lexical variety

· metaphorical usage

Semantic skills

· interesting message choice

· appropriate message combination

· appropriate detail filtering

Grice’s maxims:

· Maxim of quantity

· Maxim of quality

· Maxim of relevance

· Maxim of manner

C. Techniques for NL generation

1. Systemic grammar for surface realization

Consider language in the context of “purposeful agent” models of behavior.  An utterance as part of a “plan”.

I want to put butter on my bread.

The butter is at the other end of a long table.

I can enlist someone’s help via the use of language: a “speech act”.


I want some butter. (declarative syntax)


Pass me the butter. (imperative syntax)


Can you pass me the butter? (interrogative syntax)

At the speech act level, these are all of type “request”.

At ticket office: I want to buy a ticket to New York. (speechact=request)

To child: Do you realize it is almost midnight?  (speechact=assertion)

In systemic grammar there are 3 kinds of high-level features:

   Mood: (declarative, imperative, interrogative)

  Transitivity: the “literal meaning” – type of predicate (action or relation) and 
thematic roles that need to be assigned syntactic roles

  Theme: determines how the focus or theme of the sentence will be presented, and 
the “rheme” meaning the new information being asserted (about the theme).

Each choice of a high-level feature determines a set of lower level features which in turn determine what syntactic structures will be generated.  For example, if Active is selected for the voice feature, then the actor thematic role is assigned the value subject for its syntactic realization.

Example from text: “The system will save the document.”


process

save-1


actor


system


goal


document


speechact

assertion


tense


future
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To apply the systemic grammar, we traverse the network, choosing the appropriate features. 

1. assertion ( indicative and declarative ( subject first, then predicate.

2. save-1 (marked process in the knowledge base) ( material process ( goal etc.

3. chooses active voice by default  ( assigned actor to subject, goal to object.

4. chooses unmarked theme by default ( theme is the subject

lower level rules specify: phrase pattern, lexical choice, inflectional morphology

2. Text schemata and ATN’s – a more pragmatic, task-specific approach
An intermediate step between canned text and full fledged text planning.

The insight: in some task/domain situations, there are conventional ways to structure the information being presented.

Weather reports are a good example: see Yahoo weather.

i. ATN’s and semantic grammar
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ATN GRAMMAR

	Arc No.
	Test
	Action

	1
	T
	SETR V*

	
	
	SETR TYPE'QUESTION

	2
	T
	SETR SUBJ*

	
	
	SETR TYPE'DECLARATIVE

	3
	agrees SUBJ*
	SETR V*

	4
	agrees* V
	SETR SUBJ*

	5
	AND (GETF PPRT) (= V'BE)
	SETR OBJ SUBJ

	
	
	SETR V*

	
	
	SETR AGFLAG TRUE

	
	
	SETR SUBJ'SOMEONE

	6
	TRANS V
	SETR OBJ*

	7
	AGFLAG
	SETR AGFLAG FALSE

	8
	T
	SETR SUBJ*
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SEMANTIC GRAMMAR
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A TEXT SCHEME FOR DESCRIBING A PROCEDURE

