Class 7 Notes – Feb. 22, 2006

Class will meet in Room 366 next week.  There will be 90 minutes for the

midterm exam, beginning at 7:30.  

Midterm exam: 

******* OPEN BOOK – BRING A CALCULATOR  *************

Most questions will have two parts: 

I. apply a concept, technique or algorithm in a straightforward way to an example that will be given to you. 

II. Explain a particular issue that arises in applying this concept or technique, its performance capabilities or limitations, or possibly the advantages/disadvantages of this approach compared to others. Support your explanation with an example, if this is appropriate.

Major Topics (read “may be” as a strong likelihood):

· There may be a detailed question on chart parsing (both the top down and bottom up algorithms), and understanding CFG will be required for this.

· There may be a detailed question on tagging, and you should 

· be able to explain the mathematical foundations of n-gram language models, including taggers.

· understand the use of a human-tagged corpus in creating taggers

· be able to explain or simulate the behavior of the Viterbi algorithm

· There may be a question on semantics involving the relationship between predicate-argument structures, thematic roles and selectional restrictions.

· There may be a question about WordNet.  You should be familiar with the elements of the WordNet database, and how WordNet has been used in NLP.

Other topics (may be focus of short questions – 2-4 sentence answers.

· IR

· WSD

· Lexicon organization

· Tag set issues

Topics for today: 

II. Quick introduction to IR

III. Guest lecture: IR in the real world by Alan Feuer

III. Word Sense Disambiguation

IV. Term projects

II. Document Retrieval (IR)

1. “Bag of words” and definition of a “term”


A. stop words – 



Examples from the Web



In some IR products, clients can add to this list


B. stemming



Pros and cons



  computer  compute computing computation computational



  organization  organ



The Porter Stemming algorithm (Ch. 3 and Appendix B)



Removes inflectional and derivational suffixes



7 sets of rules:



   Plural and 3ps




SSES  SS




IES  I




SS  SS




S   ε



   Verbal past and progressive (remove ed, ing)



   Y  I  (to match results of set 1)



   derivational suffixes I –  fulness,  ation, ization, biliti, iviti



   derivational suffixes II – ness, ful, alize



   derivational suffixes III – ment, able, ance, ous



   cleanup

2. Document AND query representation of documents as a vector of terms:

(d1 . . dN) where N is # of terms in the collection.  (Less stop words).

(q1 . . qN) ad hoc queries typed by users

Terms may be added to queries (closely related) by using a thesaurus.

3. Similarity ~ dot-product  Σ qi * di

                                              i

If vector elements are 0 or 1, a COUNT of words in common.

Vector elements are WEIGHTED by their assumed importance.

4. Normalizing the weighted term vector – divide by Σ wi2

    if not, longer documents will have much more weight than shorter ones.

    Using dot-product of normalized weight vector is the “cosine measure”.

5. The term-by-document matrix of normalized weights (error in text)

    Original matrix:   (   1  2  1    using raw frequency of terms in doc for weights




      6  0  1




      0  5  1 )

    A = ( .41   .81   .41                 columns represent TERMS, rows represent DOCS


   .98      0   .16

                0    .98  .19 )

6. Where do the weights come from:  wij =   tfij * idfi  

    IDFi = log ( N / ni )

7. This weighting scheme good for documents, what about queries?  Average length 2.3 words.  Term frequency (tf) not useful.  Suggested formula for weighting query terms:  ( 0.5 + (0.5 tf / max tf) ) * idf

8. Measure of IR performance:  recall, precision, precision at fixed recall levels, 

combined measures.

9. Impact of word sense ambiguity (homonymy, polysemy) and synonymy:


synonymy a problem for recall – why?


WSA a problem for precision – why? 


Does stemming help??  --  why or why not?


Does use of a thesaurus help??  -- why or why not?

10. Relevance feedback: interactive mode.  User classifies or ranks retrieved set, and new query vectors are constructed.  Can even include negative weights!!

Text Categorization – for routing, filtering

Finite set of categories.

Supervised learning model.

Methodology for evaluation.  a) define correctness measure  b) training set/test set

Word Sense Disambiguation

1. “Deep models” – use of meaning representations


i. Parse or chunk the input (identify main verb and argument structure)


ii. If noun:



identify thematic role



get selectional restrictions of the verb for that role



use it to reduce number of acceptable senses (hopefully to 1)


iii. If verb:



identify noun phrases filling thematic roles



if different verb senses require different role-filler types, select the



  verb sense that is best match with the observed data

Problems with this: 


we first need the correct sense of the verb to classify the nouns


metaphorical or humorous usage breaks the rules (selectional restrictions)


the knowledge bottleneck – requires huge amounts of data for 10K verbs



and 20K verb senses

A good candidate for combining symbolic and statistical processing.

Example: (Resnik 1998):   most frequent sense: 28%





  using WordNet for “selectional association”: 44%

Idea: assign sense as the one w/ highest selectional association between one of its ancestor hyponyms and the predicate.

Limitation: only addresses the case where the predicate is unambiguous.

2. Robust (but shallow) WSD models using statistics

Target word is viewed in a window of surrounding words of size s, called the context.  A feature vector is created consisting of those words, and/or other data derived from them. (An example might be POS.)

Collocational feature vector maintains relative position information, and the features are the words or their attributes.

Co-occurrence feature vectors are like the IR case – feature values are frequency counts or weights.

A. Supervised learning with marked up corpus (divide into training and test set)

How this research is done currently:

i. Select a word you want to disambiguate that occurs with sufficient frequency in your corpus

ii. Find all occurrences of the word in the corpus and mark their senses


v. Repeat this process with 10-20 additional selected words

iii. Set aside the test set

iv. Create a sense classifier for that word using the training set:

· looking at the feature vectors associated with each sense

· apply machine learning to derive the parameters of the classifier

· naïve bayes classifier

· decision list classifier

Naïve Bayes:  to find the best s given a feature vector V:

     s ~ argmax P(s) Π P (vj | s)

                                      j

Decision list classifier:  Yarowski 1994.  Each feature-value pair is a test.  The tests are ordered by their accuracy as predictors on the entire training set:  Abs( log ( P(Sense1 | fi = vj ) / P(Sense2 | fi = vj) ))


vi. Evaluate the accuracy of your approach

B. Unsupervised: 

Clustering – not found to work well despite the one cited study

Use of Wordnet for semi-unsupervised, similarity-based WSD: The Lesk algorithm


i. select a word to be disambiguated and get the dictionary definition for


   each sense (WordNet gloss)


ii. for a given instance of the word:



-- get the context words and their definitions


iii. select the sense whose dictionary definition is most SIMILAR to the 

     dictionary definitions of the context words 

Problem: for the context words, all sense definitions are used.

Patwardhan and Pederson 2003 created a system for classifying in which measures of similarity can be “plugged in” and compared 5 different proposals (including Lesk), most utilizing some aspect of WordNet.

TERM PROJECT: see description on the Assignments page of this web site.

