Class 6 notes. Feb. 15, 2006

I. Use of FOPC to express meanings of NL sentences (cont.)

Set-theoretic semantics of FOPC

A logical language L – set of constants, functions, predicates

A model of L consists of:

A universe W of objects

A set of functions F over the objects (one for each function symbol)

A set of relations R over the objects (one for each predicate symbol)

Interpretation of a term t in T (set of all terms):

  I: T ( W

Interpretation of a formula f in F (set of all formulas)

  I: F ( {true, false}

For atomic formulas:  I(p(t1, t2)) = true iff  (I(t1), I(t2)) ε Rp   

A. Constants used for both Individuals and Categories

Old approach (from philosophy):

constants & variables refer to individuals; categories and properties represented as predicates

All men are mortal; Socrates is a man  ( Socrates is mortal (modus ponens)

AX [man(X) ( mortal(X)]

man(socrates)

mortal(socrates)

student(jun), wizard(harry), green(ball1) . . . 

Lack of expressive power:   ball1, ball2: can’t express that they are the same color

unless:

green(ball1) ^ green(ball2) || red(ball1) ^ red(ball2) || …..

Answer: reification – making a concept into an object about which things can be asserted (in FOPC, a constant instead of a predicate).
Now let all categories and property values such as color values be constants.  Individuals by convention are represented with numeric suffixes. (not part of logical formalism but for understandability).

isa(socrates1, man)

isa(sappho2, woman)

ako(man, human)

ako(woman, human)

AX (isa(X, human) ( mortal(X))

“Inheritance rule”  AXY Z[ako(X, Y) ^ isa (Z, X)) ( isa(Z, Y)]

Links nicely to world knowledge represented as a taxonomy (ako network)

Property values also become objects; can express many more things.

color(ball1, green)

color(ball2, green)

AX [color(ball1, X)  (( color(ball2,X)]

AXY[color(X,Y) ( =(Y, green) ||  =(Y, red) ||  ….]

2. Predicates need to capture verbs as well as nouns

A similar evolution occurred:

Old way: John ate a pizza:  EX[isa(X, pizza) ^ eat(John1, X)]

can’t say he ate it quickly, or that he ate it after noon, or that he will eat it in the future, etc. Need an object to represent the event of his eating.  Reification of events.

New way:

EXW [isa(W, eating-event) ^ eater(W, John1) ^ eaten(W, X) ^ isa(X, pizza)]

This representation derives from the use of “frames” or “schemas” in AI, which is a precursor of object oriented programming.  eater, eaten, etc are the arguments of the eat predicate, but they have been re-ified into a slot-filler structure, with a variable to represent an instance of the event.  

Benefits:  after(W, 12:00-noon)  or  during(W, Wednesday)


     maybe we don’t know what john ate: John got sick from eating

EXWV [isa(W, eating-event) ^ eater(W, John1) ^ isa(V, getsick-event)  ^ 


theme(V, John1)  ^  cause(W, V)]

3. Logical formulas for English “some” and “all” assertions

For sentences such as “Some men like football” and “All men like football”

EX [isa(X, man) ^ like(X, football)]  //note imperfect match to NL meaning

AX[isa(X, man) ( like(X, football)]

Be careful with “or” and “implies”: every person is either male or female

4. Quantifiers and ambiguity

Famous example:  Every man loves a woman  -  has two interpretations

AX [ isa(X, man) ( EY [isa(Y, woman) ^ loves(X, Y)]]

(for every man, there is some woman whom he loves)

EY [isa(Y, woman) ^ AX [isa(X, man) ( loves (X, Y)]]

(there is a woman whom every man loves)

5. Propositional attitudes

believe/know want, fear, doubt, hope 

(BDI semantics: belief/desire/intention important in deeper understanding. At this point, we are just creating a direct and literal logical translation.)

Mary believes that Sam arrived.

No way to express this without asserting the arrival event occurred.

EVW[isa(V, belief-event) ^ believer(V, Mary1) ^ believed (V, W) 


^ isa(W, arrival-event) ^ arriver(W, Sam2)]

We want to re-ify the arrival event:

EV[isa(V, belief-event) ^ believer(V, Mary1) ^ believed (V, EW[  isa(W, arrival-event) ^ arriver(W, Sam2)]]

Problem:  Re-ification won’t work  -- we can’t make a complete proposition into an object and stay within FOPC.

One answer: modal logic.  Believe becomes an operator.

Problem: We lose the clear truth-functional semantics and sound & complete inference algorithms.

Specifically: Interaction of modal operators with quanitifiers, negation and inference rules such as substitution of equals is unclear.

Another famous example:

The evening star is visible

The evening star is the planet Venus

The planet Venus is visible

John believes the evening star is visible.

The evening star is the planet Venus

?????????????????????????????????????

John believes the planet Venus is visible

Referentially opaque meaning is true; Referentially transparent meaning is false. (transparent means inner sentence interpreted in believer’s context;

opaque means inner sentence is interpreted in hearer’s context but hidden from believer).

Another example: 

Oedipus wanted to marry Jocasta

Jocasta was Oedipus’  mother

Oedipus wanted to marry his mother

II. Introduction to Lexical Semantics and WordNet

Definition of homonym?  ball 


homophone (to, too, two; there, their)  


homograph (wound, wound / project, project)

Homonymy vs. polysemy ? 

Definition of synonym


interaction with:



 polysemy



 normal usage (collocational constraints)



 register

Relevance of these concepts:


Spelling correction


Speech recognition


Text-to-speech


IR

More directly relevant to us are lexical/semantic relations:


subsumption relations (subtype/supertype)


part-whole relations --- many different varieties



X has-a Y (as a component)



X has Y (as an ingredient)



X is made of Y (exclusive ingredient)



X has-a Y (as a location)

WordNet (we have seen it before)
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The concept of a SYNSET.  A set of word SENSES representing a single concept. (A “lexicalized concept”.) 

SYNSETS are linked in a large “semantic network”.
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Why WordNet is not an ontology.

III. Identifying semantic roles for sentential modifiers

Sub-categorization and arguments vs. adjunct.

Almost any act, activity or accomplishment sentence can be modified by a adverbial PP telling when it happened: “on Friday”. 

Example: John taught a class on Friday.

These are not considered arguments (not part of the subcat).

However, other PP’s are considered part of the verb’s argument structure:

Example: John put the book on the table

To create FOPC (or other) logical form, need to assign argument phrases to the correct role.  Are these semantic roles different for each verb? (eat, eater, eaten) or are there categories of verbs with some regularities?

Example: John broke the window – Sally opened the door

breaker, brokenthing – opener openedthing

How much of this knowledge is needed for NLP?

Sense of base verb, noun, or adj  X Syntactic Role of modifier 

X Semantic Category of modifier ( Semantic role

Wordnet has 10K + verbs with 20K + total senses

Syntactic roles of modifiers in a clause =  about 10: subject, direct object, indirect object, to-VP complement, for-to Complement, for-ing complement, that-S complement, bare-S complement, canonical PP-compl.

Semantic categories of modifiers: (high level concepts of an ontology): at least 20. Person, event, living thing, physical object, property, property value, mental state, proposition, quantity, dimension, measurement, spatial object or area, temporal point or interval.

Attempts to find regularities using thematic (case) roles with precedence rules for syntactic attachment.

Agent > Instrument > Theme  assigned to subject, direct object, PP.

John broke the window (with a hammer)

The hammer broke the window

The window broke

Traditional thematic roles:

[image: image5.png]Thematic Role

Definition

The voltiom] caer ofam svent
The expeicncer o an event

The non-voltionsl causer ofthe cvent

The prtcipant mostdirecly affcted by an event
The end product ofan event

The proposition or content ofa proposiionalcvent
A instrument sed inan event

The benefciry of an cvent

The origin of the object of tunser vent

The detination of n objec ofa ransfer event





Many attempts have been made to find classes of verbs that share subcategorization frames, thematic role assignment rules, and thematic-to-semantic role mappings.  Levin had 80 semantic classes of verbs.

Examples: 


verbs of propositional attitude: hope, doubt, believe


verbs of transferring: send, give, hand, throw


verbs of affect: frighten, interest, surprise

Findings: the use of  “intermediate” thematic roles do not work that well to map syntactic frames into semantic frames.

The semantically-motivated categories do not “explain” very well, there are too many exceptions.

Some events can be described from several perspectives – this approach does not work for creating a “canonical” representation: Ex: buy, sell

Since thematic roles have only been developed for NP and PP modifiers, they are limited in applicability.

Conclusion: syntactic ( semantic mapping rules must be specified for each verb, adjective or other predicate-defining word.

FrameNet – a more fine-grained hierarchy of verb categories with some inheritance of roles. (8900 word senses; more than 625 frames)

The roles in FrameNet much more specific – actually more like semantic roles than thematic roles. (in cognition frames: cognizer, judge, reason, role)

Example: John did not appreciate the artist as a dissenting voice

                John did not appreidate the artist for his music alone.

Selectional restrictions complicate the assignment of syntactic roles to semantic roles, but also help reduce ambiguity

Theme of “eat” must be something edible.  Agent of “eat” must be of category “animate” (a living thing capable of purposeful action).  

Selectional restriction tests can help us distinguish word senses. 

Which airlines serve Denver?

Which airlines serve breakfast?

However almost any word can be used metaphorically: The College of Engineering has attempted several times to devour the College of Computer Science. 

There are large-scale metaphors: sports viewed as war


The Red Sox annihilated the Detroit Tigers Sunday . . . 

Another non-literal use of language that can confuse semantic role assignment is metonymy (letting one entity stand for another – a place for its occupant, etc.):  The White House announced . . . 

