 NLP Class notes – January 18, 2006

· re-schedule class for Feb. 8.  

· Review answers to first assignment                                   

14 Answers exist (including mine).  The first answer shown below is my answer, without a count.  The alternatives have numbers if more than one person gave that answer. 

Everyone  PRP  WP NN(5) PDT  NNS NNP

from  IN

wizarding JJ NNP VBG

families  NNS

talked  VBD

about  IN RB

Quidditch  NNP NN(2)

constantly  RB

.      .

Ron  NNP NN

had  VBD  VBP MD VBN

already  RB IN

had  VBN  VBD(6)

a  DT

big  JJ

argument  NN

with  IN

Dean  NNP JJ

Thomas NNP NN

,  ,

who  WP PRP(2) IN

shared  VBD

their   PRP$  DT(2) PRP(3)

dormitory  NN

,  ,

about IN

soccer NN

.  .

Ron  NNP NN

could  MD

n't  RB

see  VB VBP(2)

what  WP NN

was VBD  

exciting  JJ  VBG(5)

about IN RB

a  DT

game  NN

with  IN  RB

only   DT  JJ(8)  RB(5)

one  CD  JJ(3)  PDT

ball  NN

where  WRB  IN(4) CC

no  DT  PDT(2) JJ(4) PRP

one  PRP  NN(4)  EX NNP

was  VBD  

allowed  VBN  VBD(5)

to  TO

fly  VB

.  .

Discussion of wizarding and exciting: examples of difficult words to tag. Discussion of “only” as it appears in the Brown corpus: example of a difficult word to analyze.

What answers did we get to problem 2? 

How many words 1992

How many words occurred just once? 679 = 34% ?

What was the maximum frequency (and which words?) the 137

Percent of words with one tag, 2 tags etc.  Compare to data in text: 

879 – 33/879 had one tag.  Well; that had 3 tags.   Only had 2 tags, + 29 more
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 Probabilistic Methods in NLP

I. The noisy channel model and Bayesian inference

Useful for speech recognition, spelling correction, OCR

Information passes through a “noisy channel” resulting in observations which are ambiguous.

Our job:  observed data  O ( canonical form (a word) w

Useful for speech and spelling correction

Spelling correction: generally only a few realistic choices

Speech is much noisier but in restricted-vocabulary domains there are also only

a few realistic choices.

We use probability to order those choices.

We want ŵ = argmax P(w|O)

                                    w ε V

The w such that P is maximized. (V is the set of CANDIDATES for w)

Unfortunately we usually do not know P(w|O) – but assume we DO know P(O|w). The set of all P(O|w) is called a (probabilistic, generative) language model.  It gives a model of what data will be generated when the speaker is attempting to produce the word w.  But all we have is O so knowing P(O|w) is not much use.. (OR IS IT???????

Enter Bayes’ Rule:  P(x | y) =   P(y | x) P(x) 







    P(y)

Now we are happy!(
ŵ = argmax P(w|O)  + Bayes ( 

                                    w ε V

ŵ = argmax P(O|w) P(w)

                      w ε V

Since we only want to know which value of w makes this maximal, we can forget about the denominator P(O) which is the same for all candidates w.

ŵ = argmax P(O|w) P(w)

                      w ε V

P(w) is called the prior probability of w (relative to the other words in V)

P(O|w) is the conditional probability of O, given w. (also called likelihood).

In your text there is a worked out example applying this idea to spelling correction.  Here is a simplified example:

Suppose you typed: eaf as a word. Consulting a machine-readable dictionary, you find you might have meant ear, eat or leaf.

Step 1. Find priors.  Go to the frequency tables generated from the brown corpus. Count the occurrences of  ear, eat and leaf, and divide them by the sum of those occurrences.  (Note: if a word in the dictionary is missing from Brown, it still might be the best choice, so we have to modify this simple formula.

Step 2. Find likelihoods – P(eaf|ear), P(eaf|eat), and P(eaf|leaf).  OOPS

        This is not practical, since there are so many possible errors.  Only

a few occur often enough to calculate.  We need a simplified way to 

estimate these

Simplified Step 2:  Find P(f|r), P(f|t), P( “”| l) 

New formula:

ŵ = argmax P(actual letter|correct letter|) P(w)

                      w ε {ear, eat, leaf}

Need a corpus of real-life typed text with spelling errors. Caveat: as in the case of estimating word frequency from sample corpuses, if the CONTEXT in which the spelling error data was created differs too much from the context in which it is used (e.g., Who are the typists?  Type of text?  Environment?), results can be poor.

2. We can do much better in NLP, the more we take account of context.

Consider the following part of a “confusion matrix” giving hypothetical values for P(leti | letj)

	actual/correct 
	Null letter
	F
	L
	R
	T

	Null letter
	
	
	.001
	
	

	F
	
	
	
	.002
	.003

	L
	
	
	
	
	

	R
	
	
	
	
	

	T
	
	
	
	
	


Consider the priors:  ear = .00002  eat = .00010   leaf = .000007

What should be the order of words in the spelling correction program’s list of suggestions.  (Hint: we don’t have to do the math to answer.)

Now suppose the sentence is:

   My grandmother needs surgery on her eaf.

Taking account of context:

· Ch. 6 computing most probable word identity using n-grams (same applications as above: speech, spelling correction, OCR.

· Ch. 8/4  computing most probably word POS using n-grams (parsing, semantic analysis, information retrieval)

First, some background on weighted automata, and the Viterbi algorithm:

Define the weighted automaton:

States (q0 . . . qn)

Transition probabilities (aij)  such that probabilities (ai* add up to 1).

If input uniquely determines next state, called a Markov Chain, and the FORWARD ALGORITHM can be used to computer P(O | w) P(w). Create a matrix whose columns are inputs and whose rows are states in the weighted FSA. (Note use of added states for beginning and end of input.)

Brute force approach: run the forward algorithm for each weighted FSA.

Alt: Viterbi algorithm combines the FSA’s and uses the maximum probability at each step to “weed” the graph.

N-gram models: Applying this approach to word sequences

Notation:  w1n  =  a sequence of n words (w1, w2, … ,wn)

Chain rule from probability

P(w1n ) = P(w1) P(w2 | w1) P(w3 | w12 ) . . . P(wn | w1n-1 )

How can this be applied?

Suppose we have a text scanner that is attempting to determine what words are present in a sentence of length n; further suppose all the words through k-1 have been recognized, but we have several choices for wk.  We want to choose whatever word maximizes P(w1n ) .

Given a candidate w for wk, it is unlikely we would know P(w | w1k-1 ).  Therefore we use N-grams to approximate, assuming the previous N words are the most important.  A bi-gram model just looks at the previous word!

P( w | w1k-1 )  ~  P(w |  w k-1 ).  

And

P(w1n )  ~  Π P(wk | w k-1)  

This is called the Markov assumption and it can be implemented as a

Weighted FSA such as we have just discussed.

Is this practical? When we have a limited number of choices for w (due to a limited-vocabulary system like the restaurant consultant program mentioned in the text), or a really really  big corpus, we can calculate such data.

P(The man cries) = P(the | <s> ) P(man | the ) P(cries | man) 

Digression on the use of corpora to calculate probabilities.

P(wk | w k-1)  ~ C(w k-1  wk )   



       C(w k-1  )

Extend this formula to trigrams and apply to the sample sentence.

We can represent this as a large matrix.
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Imagine doing this with words instead of POS; let’s say a small vocabulary of about 5000 words.

If we extend this to trigrams, then for vocabulary size N, the number of rows would be N2  while the number of columns would still be n.

An important wrinkle: sparse data

Fact: most word N-grams (even bigrams) will have 0 frequency in even a large corpus.  

The theory of “smoothing”: add a small amount to each unobserved bigram to avoid having   Π P(wk | w k-1)  evaluate to 0.

First idea: Add 1 to the COUNT of each unobserved  bigram –

P*( wk | w k-1 )  = C(w k-1  wk )  +  1   



       C(w k-1  )  +  V


A better idea (Witten-Bell Discounting): Use the count of things seen just once to estimate how much to add for things you’ve never seen.

In the existing corpus, new words occur with relative frequency T/N.  So the total probability mass devoted to new words (including those we have already seen) should be T/N.  The probability mass for new events is T/(N+T) which then is evenly spread among all unseen words.  When dealing with bigrams, this is complicated by making use of the difference between the frequency of the conditioning word in the previously seen bigrams.

POS tagging using N-grams

The N-gram approach can be extended to other properties where there are fewer values to predict. For part of speech tagging, we are predicting a POS sequence where there are only 45 (or 87) values instead of 50,000. 

Theoretical framework:

t1n   =  argmax P(t1n  | w1n )


    t1n
Using the same Bayesian formula:

t1n   =  argmax P(w1n | t1n  ) P(t1n )


    t1n
The similar part is applying the bigram approximation, but  to tags:

P(t1n )  ~  Π P(tk | tk-1)  
The different part is the assumption that a word depends only on its tag:

P(w1n  | t1n )  ~  Π P(wk | t k)  
Therefore: 

t1n   ~  argmax Π P(wk | tk  ) P(tk |  tk-1 )


       t1n
Applying Hidden Markov Models:

“Secretariat is expected to race tomorrow”   (is race NN or VB)

“We are in a race for outer space”

It is “Hidden” because the next state is not known with certainty – so the bi’s come into play.
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