Class 13 Notes: Dialogue and Conversational Agents

I. Guest lecture by Prof. Tim Bickmore

II. Why would an intelligent agent ever speak? 

Analying utterances by their purposes and effects, as part of a general model of goal-seeking behavior.

A. Speech act theory (Austin, “How to do things with words”, 1962)

Explicit performatives: I promise . . , I sentence you. . . , I pronounce you 

man and wife,  you’re fired, I second the motion . . . 

Modern “AI” view: every utterance serves a performative function.


locutionary act – uttering a sequence of words


illocutionary act – act that occurs by saying the words; literal meaning


perlocutionary act – communicative event that is intended to occur

Besides explicit performatives, most sentences (at the level of illocutionary acts) fall into 3+ categories:


assertions (declarative sentence):  “Today is Wednesday.”


commands (imperative sentence): “Give me a hand with this.”


questions: “Where did you buy that computer?”

Noticing that the illocutionary and perlocutionary act sometimes don’t match led to the theory of “indirect speech acts”.

Example: Sarah says to Harry: “I can’t open the window, it’s stuck”



illocutionary act: asserting a fact



perlocutionary act: requesting assistance (or merely suggesting?)

B.  Formalize communicative acts as part of a general model of purposeful behavior – application of simple AI planning

i. example of this idea

Goal: have dinner

Plan A: Have dinner at home, or

Plan B: Have dinner at a restaurant

Details:


1. Select a restaurant (X)


2. Sub-goal: Go to location of restaurant X


<sub-plan involving transportation, adapted to destination X>


3. Sub-goal: Eat a meal at the restaurant


<Sub-plan for successfully eating dinner at a restaurant (adapted to X), 

includes a body-step of paying for the meal>


Pre-requisite of “pay for something” operator is having enough money



Sub-sub-goal: you have enough money to pay for dinner at X



Sub-sub-plan i: find it in your wallet, or



Sub-sub-plan ii: stop at the ATM on the way, or



Sub-sub-plan iii: borrow it from room-mate, includes a body-step



of asking for the loan




Sub3-goal: request that the room-mate lend you some money 




Realize this perlocutionary act by:




 --selecting an appropriate illocutionary act




 --performing the illocutionary act by




   generating an utterance (locutionary act)

In selecting an illocutionary act and generating an utterance, there are constraints imposed by the context. Grice’s maxims support conversational implicature:


Maxim of quantity


Maxim of quality


Maxim of relevance (closely related to the idea of coherence)


Maxim of manner

Many people add a Maxim of politeness.

C. DIGRESSION: AI planning – a brief introduction

Goal: a logical expression (or set/conjunction of expressions) whose truth is desired.  In the blocks world: on(blockA, blockB).

Operators: representing the things the agent can do.  An operator consists of:

a. preconditions – expressions that must be satisfied for the operator to be 
performed.  These can result in establishing sub-goals as shown above

b. body – specification of the action at a more detailed level. Sub-goals may also be generated in this step [also the body may be delegated to another system, as in robot planning].

c. effects – how the world is different after the operator is performed

If the agent’s world knowledge is represented as a database of logical expressions, the preconditions are logical expressions that must be verified, and the effects consist of an “add and delete” list of facts are made true or made no longer true as a result of the operator.

Planning proceeds by backward chaining through the space of sequences of goal/operator that can achieve the goal/subgoal trees.

Plan recognition proceeds by forward chaining through the space of sequences of effect/operator that needs the effect/super-goal trees.

Example: Sarah says to Sam: “I can’t open the window, it’s stuck”

The effect of this is that Sam now knows that Sarah is unable to accomplish something she is trying to do. 

What operator might require that?  An ASK-FOR-HELP operator might have KNOWS(H, want(S, Y) & ~CAN(S, Y) ) as a sub-goal generated in the body. The pre-condition for this ASK-FOR-HELP operator might be cando(H, Y). (But wouldn’t BEL(S, cando(H,Y)) be more accurate?)

Yes!  NL communication is all about what people know, believe, want, etc.

B.  Formalize communicative acts as part of a general model of purposeful behavior – application of simple AI planning (cont.)

ii. The BDI framework for modelling NL understanding of indirect speech acts.  (Perrault and Allen, Computational Linguistics 1980)

Belief:  B(A, P)


  KNOW(A,P) == P and B(A, P)


  KNOWIF(A, P) == KNOW(A, P) or KNOW(A, ~P)


  KNOWREF(A, P(Y)) == THE (Y) P(Y) and B(A, P(Y))

Want: W(A, P)    




- A wants P to be(come) true

           W(A1, ACT(AGENT, args. . .))
- A wants AGENT to do ACT

Operators: (speech acts)

S = speaker, H = hearer

Intention defined as a goal in the planning framework.

Understanding means recognizing the intention of the speaker

Speech act operators (illocutionary level):

INFORM(S, H, P)

pre-conditions: KNOW(S, P) and W(S, INFORM(S, H, P))


sincerity constraint


cannot do an action without wanting to do that action

effect: KNOW(H, P)

body: B(H, W(S, KNOW(H, P)))

The intention of an inform is to get the hearer to believe P, and that is accomplished by getting the hearer to believe that the speaker believes P and wants the hearer to know P.

Similar definition for:

INFORMIF

INFORMREF

REQUEST(S, H, ACT)

pre-condition: W(S, ACT(H))

effect: W(H, ACT(H))

body: B(H, W(S, ACT(H))

The intention of a request is to get the hearer to want to do the action, and that is accomplished by getting the hearer to believe that the speaker wants the hearer to do the action.

Plan recognition axioms:

Essentially S employs a speech act operator, S intends the effect of that operator.

Axiom 1. If Y is an effect of X and H believes S wants X to be done, then it is plausible that H believes S wants Y to hold. (rationality)

Axiom 2. if Z is a precondition of X, and if H believes S wants Z to hold, then it is plausible that H believes S wants X to be done. (rationality)

Axiom 3. if H believes S wants action X to be done, and if  X is a part of the body of Y, then it is plausible that H believes S wants Y to be done. (rationality)

Axiom 4: If H believes S wants H to know that: S wants P,  and also ~P, it is plausible for H to believe that S is requesting H to (help) bring about P. (relevance)

Analysis of example: Sarah says to Harry: I can’t open the window. 

INFORM(S, H, ~CAN(S, cause(S, P)))

( INFORM(S, H, ~P and W(S, P))

Effect: B(H, W(S, B(H, W(S, P) and ~P)))) 

Use axiom 4

( REQUEST(S, H, cause(H, P))

Use “request” operator definition

( B(H, W(S, W(H, cause(H, P))))

( W(H, cause(H, P))

Common sense logic:

~CAN(S, cause(S, P)) ( ~P

~CAN(S, cause(S, P)) P( try(S, cause(S, P))

try(S, cause(S, P)) P( W(S, P)

III. Other dialog phenomena 

A. Backchannel utterances 

B. Checking and repair

C. Use of higher level patterns to generate dialog

Example1: maintain social relationships

A co-worker invites you to go out for drinks with a group after work on Friday.
You don’t drink and don’t enjoy that kind of activity.
How do you respond.


1. No I don’t want to.

2. No, but thanks for asking.   

3. No, sorry I can’t make it.
4. <other>

Example2: engage in political debate

Basic framework for argument: P should be implemented because P will achieve G

Argument Units (AU).  Alvarado 1990

Arguments against:

AU1:  P will thwart a more important goal G*. (Because P causes S1 causes S2 . . .

causes Sn and Sn thwarts G*.)  Therefore P should not be used.

AU2: P will probably not achieve G because P1 (similar to P) has not achieved G1 (similar to G) in the past.

Rebuttals:

AU3 Rebutting AU1:  P also leads to G**, which is more important than G*.

AU4 rebutting AU1: P does not lead to the alleged failure of G*, because G* can only be thwarted by Q, which is different from P.

Examples: 

AU1.  Although sobriety road blocks may reduce drunk driving, it will violate the privacy (4th amendment) rights of many innocent people.

AU2. A California highway patrol roadblock stopped 1025 drivers, only one of whom was arrested.  Roadblocks are not a good method to reduce drunk driving.

AU3. (related to random drug testing of transportation workers).  Although drug testing may violate workers’ 4th amendment rights, the public has a right to safe transportation.

AU4: (does calling for a boycott of an advertiser in Penthouse amount to censorship?)  There is a distinction between censorship and censure.  Censure is the free expression of moral disapproval, while censorship is the exercise of authority to prevent expression.  

Meta-AU’s: 

AU5: (hypocrisy):  Although O argues that P should not be used because it thwarts G*, which is a more important goal than G (i.e., AU1), O should not argue that way because he has advocated/used a plan P’ to achieve G’, and P’ also thwarts G*, which is more important than G’.

Example: (Penthouse debate): Penthouse has a double standard for free speech, because it argues for its own right to free speech but does not want the same right for its critics.

