Class 12 Notes: Multi-sentence text analysis (“discourse”)

Elements: Discourse structure (segmentation and coherence), cue phrases, and various kinds of anaphora/coreference. All of these phenomena are shown in this example from text: 

Jack and Sue went to buy a new lawn mower, since their old one was stolen.


Sue had seen the men who took it


and she had chased them down the street


but they’d driven away in a truck

After looking in the store,


they realized they couldn’t afford a new one.

By the way (cue phrase), Jack lost his job last month


so he’s been short of cash recently.

He has been looking for a new one, 


but so far hasn’t had any luck

Anyway, they finally found a new one at a garage sale.

Theoretical framework: The speaker and hearer share a discourse model, roughly a hierarchical pushdown (LIFO) stack of entities and events.  Everyday world knowledge and/or subject domain knowledge, along with linguistic cues, are used to create the model. The degree to which an entity or event is “in focus” determines whether and how it can be referenced anaphorically.  

Applications: “Story understanding” is the paradigmatic task, needed for information extraction/question answering, machine translation, text summarization, humanlike NL generation.

A. Discourse Structure – discourse has a hierarchical structure with identifiable parent/child and sibling relationships. 

1. John went to the bank to deposit his paycheck.

2. He then took a train to Bill’s car dealership.

3. He needed to buy a car.

4. The company he works for now isn’t near any public transportation.

5. He also wanted to talk to Bill about their softball league.

More on this later.
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In the study of discourse:

Most attention given to reference resolution. Identify co-reference phenomena.  Induce “rules” for assigning a referent. Propose an algorithm and evaluate it by trying to find as many different success and failure examples as you can.  Apply it to real text (attempted in MUC-6 – found to be very difficult).

Noun Phrases and Reference

NPs are used to identify entities that are relevant to the conversational context.

Anaphoric reference: reference to entities previously introduced by other NPs; typically involving pronouns that are co-referential with other NPs 

Intra-sentential (i.e. within sentence) 

a. The President had set for himself the task, which . . .

b. The bill, which Daniel said he drafted personally, . . .
Inter-sentential (i.e. across sentences)

c. Monte Brooks, 67, theatrical producer and band leader, collapsed and

died Thursday in a Lloyd Center restaurant. He lived at 6124 N. Willamette Blvd.
Non-anaphoric reference: reference to entities that have not been explicitly

mentioned before.

New information e.g. use of indefinite NPs to introduce new entities into the coversational context.

d. . . . she went to a judge to see what could be done.

e. . . . can’t I”? asked Palmer of an official.
Given information e.g. use of definite NPs to refer to entities that are part of the conversational context or world knowledge
f. The President of the USA will try to get agreement among the

industrialized countries . . .

g. Monte Brooks, 67, theatrical producer and band leader, collapsed and

died Thursday in a Lloyd Center restaurant.
Simple Non-anaphoric Reference

• Easy to handle simple indefinite reference (new information).

– a judge

– some people

Create a new term to represent the referent and add to the knowledge base:

e.g. a judge maps to a new contstant — j13 (say) — that is of type JUDGE. 

Note: we may also record information about number, gender etc. as appropriate.

• In general, harder to handle definite reference (given information)

– Monte Brooks

– the President of the USA

Here the referent should already exist in the knowledge base — need to find it.
• Proper names:

e.g. finding the referent for a proper name such as Monte Brooks may be handled by table lookup. (assumes that proper names always refer to same person regardless of context.)

• Definite descriptions:

– The President of the USA

More complex; involves search for (unique!) referent satisfying the description.

e.g. That X such that president-of(X,usa)

Note: determining the referent in this case requires first determining the referent of the USA. In general, complex descriptions may require much work to establish the overall referent
Types of Anaphoric Reference

· Definite noun phrases

· Pronouns

· Demonstratives (this, that, these, those)

· One-anaphora
There were donuts at work today: 

· John ate a chocolate-covered one

· and Mary the plain one

· but I did not eat one [referent?]

Non-anaphoric co-reference phenomena

· Inferrables(?)
I decided to take a class in HCI because the teacher has a good reputation.

· Discontinuous antecedents
John took AI and Mary took networks.  They are learning a lot.

· Generics
I decided to get a flu shot this year.  They are recommended now for people of all ages.

Syntactic constraints on anaphoric reference:

1. Agreement (e.g. number, person, gender):

Daniel said he wanted to leave

Daniel said she (they/we) wanted to leave

Coreference is not possible in the second example.

2. Importance of order:

He said that Daniel wanted to leave

Coreference is not possible in this case (in general, pronouns do not

precede their antecedents).

Except: Before he chose a class to take, John attended several lectures.

3. Use of the reflexive pronoun:

Daniel saw himself in the mirror

Daniel saw him in the mirror

Coreference is only possible with the reflexive pronoun in this case.

Syntactic, semantic and discourse related preferences (can be over-ridden):

· Grammatical role e.g. subject slot before object slot
John telephoned Bill. 
Then he went shopping for a present.

· Selectional preferences 
The packet contained chocolate but nobody was allowed to eat/open it.

· Verb semantics:
Tom telephoned Bill.  He lost the assignment due tomorrow.
Tom criticized Bill.  He lost the assignment due tomorrow.

· Recency 
Fred had a cat. It never stayed in the house and constantly required
attention. Bob had a dog. It ate too much.

· discourse focus - center 
Mrs B had a regular daily routine. She fed her cat each morning. After breakfast, she usually went out for the rest of the morning. 

Mrs B had a regular daily routine. She fed her cat each morning. The animal was invariably hungry. After breakfast, she usually went out for the rest of the morning.
· parallelism
Mary went with Sue to the supermarket. Tom went with her to the drugstore.
vs.
Mary went with Sue to the supermarket. Tom asked her where she had gone.

Algorithms for pronoun resolution are based on 2 sub-processes:
maintain/update discourse model

identify pronoun referents in the model

       

Basis of many discourse models: The ‘History List’
Inter-sentential anaphora may involve:

1. pronominal reference: The petition listed the mayor’s occupation as “attorney” and his age as 71. It listed his wife’s age as 74 and place of birth as Opelika, Ala.

2. definite NPs: After a long, hot controversy, Miller County has a new school superintendent, elected, as a policeman put it, in the “coolest election I ever saw in this county”. The new school superintendent is Harry Davis, a veteran agriculture teacher . . . .

Reference to previously mentioned objects ( Need to keep a record of all objects mentioned in the text, in the order in which they occur.
Maintain a list of all referents introduced in the last several sentences:

• e.g. [President Kennedy]i will try to get [an agreement]j between [the

countries]k
History List

# 
Cat. 



Type 



Refers to               

k 
NP+p+3


NATION 


{n4, . . . , n21}

j 
NP+s+3 


CONTRACT 

agr02

i 
NP+s+3 


USA-PRES 


pres6

h 
NP+s+1 


PERSON


spe3

• Question: how long should items be kept on the history list? To find the referent for a noun phrase used anaphorically, search the history list to find a match:

• e.g. The agreement will involve compromises.

A simple approach: search the history list for a constituent that is

– third person singular (NP+s+3)

– of consistent semantic type (CONTRACT)

First such referent found becomes referent of the NP. In this case we have:

j 
NP+s+3 


CONTRACT 

agr02

So agr02 is chosen as referent of the agreement.
In general, this is too simplistic.

 A. Lapin and Leass algorithm (uses history list model):

a. collect potential referents up to n sentences back

b. remove potential referents that do not agree in number, gender, etc.

c. remove potential referents that do not match in case (subject, object) or violate reflexive pronoun rules

d. Computer total salience value of each referent (a weighted sum of recency and syntatic role preference value (subject is highest, then “there is an X . . “ NP, then direct object, then PP object, . . ).

e. Select the referent with highest salience (for ties, use the closest candidate)

B. Grosz’s “centering” theory – a more complex discourse model.

The “center” or “focus” of a discourse is the prime candidate for a pronoun referent. In fact, the center of a sentence is typically referred to anaphorically.

Other entities can also be referred to anaphorically, but only if the center is also.

The center tends to remain the same for a few sentences, and then shift in a somewhat predictable way.

a. Jack left for the party late.

b. When he arrived, Sam met him at the door.

c. He decided to leave early.

Shows that History List model above doesn’t quite work.

a. Discourse entities in Un are potential next centers. CF(Un) forward looking centers.  They are ordered, so a preferred one CP(Un) is identified.

b. We already know the backward looking center CB(Un) of Un.  Cb is one of the CF(Un), and MAY be CP(Un).

Rules: Subject to syntactic and semantic well-formedness,

1. If any object is referenced by a pronoun in Un, then CB(Un) “the focus of Un” must also be.  Therefore if there is one pronoun in a sentence, it identifies the center unambiguously.

2. The new center CB(Un+1) must be the most preferred discourse entity that is referenced by a pronoun.

3. Continuing with the same center is preferred over changing the center.

4. Rule 3 over-rides rule 2.

Example 1:

a. Jack(1) saw him(2) in the park(3).

b. He(4) was riding a bike(5)

DE2 (discourse entity 2) is the center of a.  The potential next center list in order is: DE1, DE2, DE3.  The first element (Jack) is the preferred next center because it is the subject of a.  On syntactic and semantic grounds DE4 could co-refer with DE1 or DE2.  Given the rules, however, there should be a preference for DE2, continuing with the same center.

Example 2:

a. While Jack(1) was walking in the park(2), he(1) met Sam(3).

b. He(4) invited him(5) to the party(6).

By Rule 1, the center CB(a) is DE1.

In sentence b, the centering constraints can be satisfied by either DE4=DE1 or DE5=DE1.  However, if He(4) = Sam, then Sam will become CP(b), the preferred

entity for the center of the following sentence.

What is your intuition?

Therefore, Rule 3’: Continuing the center as both focus and CP is preferred over retaining the center as focus only, which is preferred over changing the focus.

Text Coherence (goes beyond anaphora and coreference)

When we read a text or hear a story, we assume it is coherent.

· how are sentences related?

· applications e.g. text summarisation, information extraction, generation

· specify coherence relations which imply constraints e.g. (Hobbs, 1979).

(Note: go back to initial story)

Identify the coherence relations and their effect on various NLP tasks:

Result: The students failed to do the exercise. The tutor was frustrated.

Infer that the state or event asserted by S0 causes or could cause the state or event asserted by S1.

Explanation: The students failed to do the exercise. It was too difficult.

Infer that the state or event asserted by S1 causes or could cause the state or event asserted by S0

Parallel: Anne did the first exercise.  Tom did too.

Infer p(a1, a2,. . . ) from the assertion of S0 and p(b1, b2,. . . ) from the assertion of S1, where ai and bi are similar, for all i. 

Explicit connectives: e.g. because supplied by speaker to help

Rhetorical Structure Theory (RST): Mann and Thompson, 1986

A taxonomy of relations between nucleus and satellite, or between two nucleii.

Examples of nucleus-satellite relations:

Condition: Employees are urged to complete new beneficiary designation forms for retirement or life insurance benefits whenever there is a change in marital or family status.
Circumstance: Probably the most extreme case of Visitors Fever I have ever witnessed was a few summers ago when I visited relatives in the Midwest. 

Concession: Tempting as it may be, we shouldn't embrace every popular issue that comes along. 

Part of the taxonomy: (distinguishes presentation relations and subject relations)

	Background 
	text whose understanding is being facilitated 
	text for facilitating understanding 

	Circumstance 
	text expressing the events or ideas occurring in the interpretive context 
	an interpretive context of situation or time 

	Concession 
	situation affirmed by author 
	situation which is apparently inconsistent but also affirmed by author 

	Condition 
	action or situation whose occurrence results from the occurrence of the conditioning situation 
	conditioning situation 

	Elaboration 
	basic information 
	additional information 

	Enablement 
	an action 
	information intended to aid the reader in performing an action 

	Evaluation 
	a situation 
	an evaluative comment about the situation 

	Evidence 
	a claim 
	information intended to increase the reader’s belief in the claim 

	Interpretation

 
	a situation 
	an interpretation of the situation 

	Justify 
	text 
	information supporting the writer’s right to express the text 

	Motivation 
	an action 
	information intended to increase the reader’s desire to perform the action 

	Non-volitional Cause 
	a situation 
	another situation which causes that one, but not by anyone’s deliberate action 

	Non-volitional Result 
	a situation 
	another situation which is caused by that one, but not by anyone’s deliberate action 

	Otherwise (anti conditional) 
	action or situation whose occurrence results from the lack of occurrence of the conditioning situation 
	conditioning situation 

	Purpose 
	an intended situation 
	the intent behind the situation 

	Restatement 
	a situation 
	a reexpression of the situation 

	Solutionhood 
	a situation or method supporting full or partial satisfaction of the need 
	a question, request, problem, or other expressed need 

	Summary 
	text 
	a short summary of that text 


Multi-nuclear relations:  contrast, joint, list, sequence
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A Model of Discourse Structure and Algorithm Outline for Boundary Detection

· A discourse is divided into segments 

· Within a segment, recency is usable for interpreting anaphora 

· The clauses within a segment refer to one time and place or a simple progression of time and place. 

· A fixed set of speakers and hearers participate within a segment. 

· A fixed set of background assumptions is relevant. 

· Segments may be contained in others 

· Segments function to 

· Define the context for the interpretation of referring expressions: the referent can only be found within the current segment or its ancestors 

· Facilitate the identification of the relation between a new sentence and previous discourse 

· Relations between segments and subsegments 

· Digression 

· Dominance with respect to discourse purpose 

· Event description: subsegment describes part of event 

· Argument: subsegment provides evidence for claim 

· Instructions: subsegment tells how to perform subtask 

· Example (digression) 

· 1a A: You've got the back off, right? 

· 1b B: Yep. 

· 1c A: Well, look on the right side, way in the back. 

· 1d You'll see what looks like a little light bulb. 

· 1e That's the thing you need to remove. 

· 2a By the way, did you remember to buy some cheese on the way home? 

· 2b B: Oops. I forgot. 

· 2c A: Well, I won't be able to make that lasagna. 

· 2d B: Too bad. 

· 1f A: OK, have you got it out? 

· Example (dominance) 

· 1a There are a number of reasons to be concerned about sending troops to Bosnia. 

· 2a First, American lives may be lost. 

· 2b Despite assurances, there appear to be people over there who are hostile to the NATO forces. 

· 3a Second, there is no clear exit strategy. 

· 3b It's possible that we could get bogged down there like we did in Vietnam. 

· 4a Third, it could be argued that what happens in the Balkans is not in the self-interest of the United States. 

· 4b What would we gain even if peace were maintained? 

· 5 Despite these three reasons, and others as well, it appears that sending troops is the least of a whole range of possible evils. 

Discourse Segmentation 

· Detecting discourse segment boundaries 

· Cue phrases 

· Indicating semantic relations: and, because, but, so, then 

· Indicating discourse structure: anyway, by the way, first, next, OK, bye 

· Referring expressions which only make sense if a segment boundary has occurred, e.g., three reasons in 5 above 

· Tense/aspect change
John and Mary went out for dinner on Friday. They had met the week before at a wedding for Mary's sister. They hit it off well because they discovered that they both hated weddings. 

· The attentional stack 

· Attentional stack contains segments (really discourse states), the current one at the top. 

· Each new sentence 

· May be part of the current segment: the segment at the top of the stack is updated 

· May begin a subsegment of the current segment: the new segment is pushed onto the stack 

· May begin a subsegment of a parent (or other ancestor) of the current segment: the segment at the top is popped and the new segment pushed onto the stack 

May continue the parent (or other ancestor) of the current segment: the segment at the top is popped and the parent segment updated

