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ABSTRACT 
We present a study investigating the use of vibrotactile 
feedback for touch-screen keyboards on PDAs. Such key-
boards are hard to use when mobile as keys are very small. 
We conducted a laboratory study comparing standard but-
tons to ones with tactile feedback added. Results showed 
that with tactile feedback users entered significantly more 
text, made fewer errors and corrected more of the errors 
they did make. We ran the study again with users seated on 
an underground train to see if the positive effects trans-
ferred to realistic use. There were fewer beneficial effects, 
with only the number of errors corrected significantly im-
proved by the tactile feedback. However, we found strong 
subjective feedback in favour of the tactile display. The 
results suggest that tactile feedback has a key role to play in 
improving interactions with touch screens. 
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INTRODUCTION 
This paper presents a study into the use of tactile feedback 
for an on-screen PDA keyboard where a stylus (or finger) is 
used to press the keys. Entering text on such keyboards is 
problematic as the keys are small (less than 1cm2 on a PDA 
such as in Figure 1). Trying to do this whilst mobile makes 
interaction even harder as the PDA and stylus are both 
moving. Particularly difficult situations are on buses or 
trains, which can be very bumpy, yet these are situations 
where people often want to read/send email, browse Web 
sites, etc. on their way to work. The aim of our work was to 
look at the effects of tactile feedback from key presses with 
a stylus to see if performance could be improved.  

BACKGROUND 
There have been some good examples of the use of tactile 
displays to improve desktop interfaces. For example, 
Mackenzie and others have successfully shown that tactile 

feedback can improve pointing interactions [1] when using 
a mouse. Tactile cues can aid users in hitting targets such as 
buttons faster and more accurately.  

 

Figure 1: A typical on-screen keyboard on an HP iPAQ PDA.  

However, most research in the area has focused on the de-
sign of tactile actuators; until recently there were few tactile 
actuators routinely available and they were often designed 
for use in different domains (e.g. sensory substitution sys-
tems). Lee et al. [7] developed a tactile stylus to use on 
touch screens and PDA’s. Poupyrev et al. and Luk et al. [8, 
9] have designed sophisticated tactile displays for handheld 
computers. Luk et al. have begun to look at interactions 
using their devices but none have been formally studied so 
there is little evidence that tactile displays are beneficial in 
practical situations. 

Brewster and King [3] designed a tactile progress bar that 
indicated the progress of a download via the time difference 
between two tactile pulses; as the pulses got closer together 
the download got closer to completion. They found that 
users performed better with tactile progress bars than stan-
dard visual ones when involved in a visual typing task. Us-
ers were able to attend to the tactile feedback and type at 
the same time. In their experiment, the tactile actuator was 
on the user’s wrist, but users were not mobile. 

Brewster also looked at the benefits from adding sound to  
buttons for mobile interactions [2]. The aim was to over-
come problems of contention for visual attention, where 
users must look where they are going when walking and 
cannot devote so much attention to the visual display. He 
found that sounds increased the amount of data people 
could enter on a PDA whilst walking and reduced subjec-
tive workload. We based the design of our vibrations on 
these sounds. 

There has been very little work on the use of tactile displays 
in mobile settings. Many mobile devices already have vi-
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brotactile actuators built-in but they are little used in most 
interactions. The vibrations that accompany a mobile phone 
ringing are useful and alert the user to the call even if 
he/she cannot hear the audio. One problem can occur if 
users cannot feel the feedback (their phone maybe in a bag 
for example) but this is not the case with keyboard interac-
tions as the user will be holding the device and so be in 
contact with the vibration.  

The aim of our work is to see if tactile displays can offer 
other benefits for touch-screen devices. This paper presents 
two studies, one seated and one mobile, to investigate text 
entry on touch-screen displays. Text entry is a common 
activity and is based on button pressing, one of the most 
basic interaction techniques of all. 

REQUIREMENTS GATHERING 
The first stage of our work was to find out what kinds of 
errors people make when entering text on a PDA. We chose 
to investigate the interaction on an underground train as 
people use PDAs and phones on trains and buses every day 
whilst commuting. The underground is a good platform for 
testing as noise levels are very dynamic, being quiet when 
stopped at a station, but very noisy when the train is in mo-
tion. Light levels again vary dramatically. Vibration and 
movement are also very changeable. When the train is 
stopped there is little vibration. However, when it acceler-
ates and decelerates people are subjected to lots of forces 
and vibration from the engine and general movement. An-
other important factor is that it is a safe environment as 
participants can be seated. Others have looked at testing 
whilst walking [2]. There are ethical issues as participants 
can trip or fall whilst taking part. All of these characteristics 
make it an interesting and realistic place to run studies. 

We designed a simple interface to allow users to enter text 
using an on-screen keyboard on an iPAQ (copying the dis-
play seen in Figure 1). We gave participants short messages 
to type in and logged the kinds of errors and slips made. We 
encouraged them to be as fast and accurate as possible. 
There were six participants, all male students from the Uni-
versity (aged 19-26) and familiar with mobile devices. The 
study took around 10 minutes per person. 

Results and Discussion 
We saw a range of different errors occurring. One of the 
reasons was the competing attention demands of looking at 
the keys, the text entry window and the text to be entered. 
Analysis of keystroke logs showed a variety of problems:  

Wrong letters: There were many examples of the wrong 
letters entered. Not all of these were caused by train move-
ments, some were just mistakes. These are hard to detect 
and support with extra feedback as users may just tap the 
wrong key by mistake. 

Slips: We noticed a number of slips, where the user put the 
stylus down on one letter and lifted it on another (the effect 

being no character is entered). Most slips occurred off the 
bottom or to the left of a key. 

Double taps: We found that accidental double taps were 
common. This is due to the movements of the train, PDA 
and stylus, with the stylus bumping into the screen.   

Many of the errors made were not corrected, again perhaps 
due to the attentional demands of the different parts of the 
display and the interference from the environment.  

Our aim was to see if tactile feedback could overcome these 
problems. Audio feedback would be difficult in such an 
environment as it is very noisy; an earpiece would have to 
be worn. Visual feedback would be difficult as there is al-
ready much to look at and the screen is small. The tactile 
actuators in many PDAs and phones are not used unless a 
call is being received, so could provide extra feedback. 

EXPERIMENT 1: TACTILE DISPLAY IN THE LAB 
A first study investigated the part that tactile feedback 
might play in stationary interactions, which we tested in a 
laboratory. This would allow us to set a baseline of per-
formance that we could then compare to a mobile setting. 

The iPAQ we used for the study did not include a vibrotac-
tile actuator so we added an external EAI C2 tactor 
(www.eaiinfo.com). This was connected via the headphone 
jack (see Figure 2). We placed it at the top right corner of 
the iPAQ so that the index finger of a right-handed user 
would rest on it. Other locations are possible, but for this 
study we were most interested in whether tactile feedback 
aided interaction, rather than studying actuator placement. 

  

Figure 2: The vibrotactile actuator on the back of an iPAQ. 

We used simple Tactons (tactile icons) [4] to represent dif-
ferent aspects of the button interaction. We kept the tactile 
design as simple as possible as keyboard interactions are 
fast and we needed our feedback to keep pace. We used two 
stimuli: one to indicate a successful button press and one to 
indicate an error. The success Tacton was played when a 
button was correctly pressed and then released. The error 
Tacton was played when a slip or double tap error occurred. 

The design of the feedback was based on audio feedback 
added to buttons by Brewster [2]. We used an 800 ms. 
250Hz sine wave success cue, and a rough (amplitude 
modulated) sine wave for the error cue. 250Hz is in the 
range of greatest sensitivity of the skin [6] and the fre-
quency at which the device resonates, giving the greatest 
power output. Brown et al. [4] showed that amplitude 
modulation is felt as ‘roughness’ and can provide a cue that 
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is recognizably different to a ‘smooth’ sine wave, without 
taking any longer to play. These cues played as sound files 
through the tactile actuator. 

We used 12 right-handed participants, all students from the 
University with no experience of touch screens. The study 
took place in a usability lab with participants seated, hold-
ing the iPAQ in their left hand. We used a within subjects 
design, with participants using both standard, visual buttons 
(Standard condition) and buttons with tactile feedback 
added (Tactile condition) in a counterbalanced order for 10 
minutes each. A brief training phase preceded each condi-
tion to familiarise participants with the interface. Partici-
pants were given poems to type in and were asked to enter 
the text as fast and as accurately as possible. The software 
was similar to that used in the requirements capture, with a 
soft keyboard at the bottom of the screen and a text area at 
the top. Dependent variables were the amount of text en-
tered, the total number of errors made (characters that were 
not in the poem) and the number of errors that were uncor-
rected by users.  

Results and Discussion for the Laboratory Study 
The results are shown in Figure 3. A T-test showed that 
there was a significant difference in the number of lines of 
text entered (T11=.6.28, p<0.001) with more entered in the 
Tactile condition. Significantly more errors were made in 
the Standard condition (T11=.2.66, p=0.02) and significantly 
more were corrected (T11=.4.10, p=0.001) in the Tactile. 
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Figure 3: Results from the laboratory and mobile studies (with 
standard error bars shown). 

The results show that with tactile feedback participants 
were generally performing much better: entering more text, 
making fewer errors and noticing more of the ones they did 
make. We suggest that the tactile feedback generally in-
creased their awareness of mis-hit keys so that they could 
go back and correct them. There is room for improvement 
as they still missed some errors and better tactile feedback 
might bring this number down (although some of these are 
likely to be ‘wrong letter’ errors that we could not give ex-
tra feedback to support). The vibrations from the tactile 
feedback did not affect typing in a negative way as partici-
pants entered more text in the Tactile condition. 

EXPERIMENT 2: TACTILE DISPLAYS ON THE MOVE 
We ran the same experiment again but this time users were 
seated on a train on the Glasgow city underground. This 
allowed us to assess the effects of tactile feedback in a more 
realistic scenario, and if the benefits observed in the labora-
tory would carry over to the real world. We again used a 
within-subjects design to compare standard keyboard but-
tons to ones which we added tactile cues. The procedure 
and stimuli used in the experiment were as before to allow a 
comparison of the results. We used six new participants, 
again students from the University. 

Participants sat in a seat on the underground train next to 
the experimenter who held the poem sheets (Figure 4). This 
time we also administered NASA TLX workload sheets 
after each condition [5]. We added an extra category of 
Annoyance to see how people felt about the extra feedback 
they received and whether the vibrations bothered them. 

 

Figure 4: The experimental setup on the underground train. 

Results and Discussion for the Mobile Study 
Formal statistical analysis is limited due to the small num-
ber of participants, but gives some indication of where ef-
fects lie. The number of lines of text entered was not sig-
nificantly different between the two conditions (T5=0.34, 
p=0.74), neither was the total number of errors made 
(T5=1.54, p=0.18). There was, however, a significant dif-
ference in the number of uncorrected errors (T5=3.06, 
p=0.02), with more being corrected in the Tactile condition 
(as in the lab study). Figure 3 shows the results. 

Results show that tactile feedback was less beneficial when 
users were mobile. The variations introduced by the envi-
ronment (the underground generates much vibration) 
masked small benefits found in the lab (and the small num-
ber of participants will have caused more variance in the 
data). We did still see an effect for the number of uncor-
rected errors; more mistakes were still missed in the visual 
condition. This suggests that the extra feedback was still 
useful as correcting errors made is critical.  

Figure 5 shows the results of the TLX questionnaires. 
Overall workload was significantly reduced (T5=5.14, 
p=0.003). A more detailed analysis showed significant re-
ductions in workload in the Tactile condition for Mental 
Demand, Physical Demand, Effort Expended and Frustra-
tion (all with p<0.01). There was a significant increase in 
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perceived Performance Level (p<0.001) for the Tactile con-
dition. There was no difference in terms of Time Pressure 
(p=0.2). This is unsurprising as there were no differences 
between the two conditions in this respect. Annoyance was 
also found to be significantly reduced in the Tactile condi-
tion (p=0.006). 

0

5

10

15

20

M
en

ta
l D

em
an

d

Phy
sic

al 
Dem

an
d

Ti
m

e 
Pre

ss
ur

e

Effo
rt 

Exp
en

de
d

Fr
us

tra
tio

n

Per
fo

rm
an

ce
 L

ev
el

Ann
oy

an
ce

A
ve

ra
ge

 S
co

re

Standard (train)

Tactile (train)

 

Figure 5: NASA TLX results for the mobile study.  

The qualitative workload results show participants were 
strongly in favour of the Tactile condition, reducing almost 
all of the workload factors. This combined with the quanti-
tative results shows that tactile feedback for touch-screen 
displays is beneficial in real mobile settings.  

Comparing the results here to the laboratory study we can 
that the shapes of the graphs are broadly similar. There 
were 22.4% more errors made in the standard condition 
than the tactile when in the lab and 25.7% more when mo-
bile. However, 48.3% more errors corrected in the tactile 
condition than the standard when in the lab but 66.9% more 
were corrected when mobile (the mean number of uncor-
rected errors in the tactile condition in the lab was 17.3 but 
only 7.1 when mobile). This suggests that the tactile feed-
back was even more beneficial for error correction in the 
mobile situation, giving participants useful information 
amongst all of the noise and vibration of the train. It is im-
portant that errors that are made are corrected; ideally fewer 
errors would occur, but if they do occur then it is crucial 
that the user notices and corrects them otherwise incorrect 
messages could be sent. 

The results for the mobile study match some of those Brew-
ster found with sonically-enhanced buttons when tested on 
the move (in that case with users walking) [2]. For example, 
he also found more data was entered when extra feedback 
was given. Another similarity was a large reduction in 
workload with the extra feedback when users were mobile. 
This suggests that touch-screen buttons are hard to use in 
mobile settings and users benefit when they are given extra 
assistance. The advantage of tactile over sound is that it can 
be given even in noisy environments. A future study will 
directly compare audio, tactile and a combination of the two 
feedback types to see which is most beneficial.  

CONCLUSIONS 
The studies presented here have shown that tactile feedback 
provides significant benefits for keyboard interactions on 
touch-screen devices, both in static situations and more 
dynamic, mobile ones. Such feedback is likely to help all 
button interactions on touch-screens, not just text entry, 
which would be a considerable benefit as buttons are very 
common. Giving tactile feedback via the device rather than 
the stylus also means that users would get the benefits even 
if using a finger to press the buttons.  

Brewster [2] showed that sonic enhancement of buttons 
could improve performance. The downside of his solution 
was that sounds could be intrusive or not heard in noisy 
environments. Tactile feedback is an effective alternative 
and does not suffer the same drawbacks. A key recommen-
dation from this work is for PDA and smart phone design-
ers to use tactile feedback in more of the interactions with 
their devices as an easy way to improve usability. 
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