CS4100 Artificial Intelligence Spring 2012

Perceptron Learning Practice Problem

Shown below is a perceptron (one of many possiblities) that computes the logical “and” function, with an output of 1 whenever both of its inputs are 1, and an output of -1 whenever one or more inputs are 0.  Describe a similuation that shows how a perceptron can “learn” this function, given initial weights of .5 for each of the two inputs, an initial threshold of .2 and a learning coefficient h of .1.  The training data set consists of 4 {input/output} examples {0,0/-1}, {0,1/-1}, {1,0/-1} and {1,1/1}. The perceptron learning rule is:


new wi = wi + h ( ye - oe ) xie
where xie is input i for training data example e.  ye is the correct output for training example e, oe is the output actually observed for example e.  and wi is the weight for input i.

(Note 1: the perceptron below is not intended to be the same as the one that will be learned in your simulation.)

(Note 2: to get full credit you need to modify the perception so that the threshold T is also subject to learning as we discussed in class.)

(Note 3: by “simulation” we mean show the structure and weights of the perceptron after each input/output training example.)
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