Solution to Classification Tree problem.
Root of Tree: Collection: (A-F)

Entropy of Collection:  -  ( 2/6 log 2/6  + 4/6 log 4/6) = .92

Which predictor variable is the best candidate for the first split?  Compute Information Gain (IG) for each potential split.  IG = .92 – weighted average of entropy of children of that split

I. Trying Blinking Text: 

There are two children:  
Child B has entropy – ( 2/2 * 0  +  0/2  *  0)  =  0
Child NB has entropy – (2/4 * log  1/2  + 2/4  * log  1/2  ) = 1
IG( Blinking) = .92 – [  2/6 * 0   +   4/6 * 1 ]  = .92 - .67 = .25

II. Trying Animation

There are three children:  
Child S has entropy - ( 1/3 log  1/3  +  2/3  log  2/3) = .92
Child N has entropy – (1/2 log  1/2  +  1/2  log  1/2 ) = 1.0
Child L has entropy 0
IG( Animation) = .92 – [  3/6 * .92   +   2/6 * 1  + 1/6 * 0 ]  = .92 - .79  =  .13
III. Trying Pictures of People

There are two children:  
Child P has entropy – ( 1/3 log  1/3  +  2/3  log  2/3) = .92
Child NP has entropy – ( 1/3  log 1/3  +  2/3  log  2/3)  = .92

IG( Pictures) = .92 – [  3/6 * .92   +   3/6 * .92 ]  = .92 - .92 = 0
This calculation provides the first level split, as shown below. We then treat each non-zero-entropy leaf of the tree as if it were a new tree and apply the algorithm recursively until all leaves have 0 entropy.  Then the algorithm stops and the resulting tree represents a very efficient method for classification of the original data set and a promising method for classifying new cases as well.
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